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Message from the President

Respected Members,

Gree�ngs. As I complete my second year as President of ISMS 
by the end of this year, I wish to thank the members of Indian 
Society for Medical Sta�s�cs(ISMS) for elec�ng me as the 
President. This opportunity provided me a chance to work 
closely with Dr. P. Venkatesan, former President with the 
capacity as President elect.

We together with the Secretary Dr. Sreekumaran Nair, were able to organize trend 
se�ng Pre-Conference workshops. I am sure that the trend will be followed in terms 
of quality of teaching in future as well.

Though the COVID-19 pandemic has toppled our face to face mee�ng, the great 
ins�tu�ons NIMHANS, Bengaluru with Dr. Thennarasu as a leader and Ranchi 
Ins�tute of Medical Sciences (RIMS) with Dr. S.B. Singh as a leader who have 
contributed immensely and upheld the quali�es of the Pre-Conferenceworkshops. 
The quality of presenta�ons of the Plenary session have improved significantly as well. 
These are the opportuni�es to build capacity in the society and we need to thrive to 
improve every year.

Capacity building (con�nuing educa�on) should go on for the young members of the 
society. There are new developments in Bio-sta�s�cal methods and they need to be 
imparted. Today we have many ins�tu�ons training students in Masters in Bio-
sta�s�cs. At this juncture, beyond curriculum, we need to impart them the prac�cal 
challenges and promo�ng the use of free source so�ware etc.

The website is ge�ng renovated with good objec�ves. This is going to serve asa good 
pla�orm for dissemina�ng scien�fic ac�vi�es. I am sure the students and young 
members will be benefi�ed. I invite each one of you to par�cipate in the ac�vi�es and 
in the growth of ISMS.

Finally, I would like to appreciate and thank the Organizing Commi�ee members of 
ISMSCON-2020 and 2021, Governing council, Special Commi�ee Chairs and 
members for their constant support and encouragement.

Wishing you a good and successful conference in 2022, and looking forward to
seeing you all in KIMS, Karad.

Regards,

Dr. L.  Jeyaseelan

President, ISMS

I



Message from the General Secretary- ISMS

Dear Friends,

Happy to understand that the next issue of ISMS Bulle�ng is 

ge�ng released and many members have contributed to the 

issue. Most likely this could be a step towards ISMS Journal. 

Congratula�ons to the Editor and Editorial team for the hard 

work.

The second announcement of the ISMS conference 2022 which is to be held at 

Krishna Ins�tute of Medical Sciences, Karad has been circulated. We will be having 

physical mee�ng a�er a gap of two years. Please register for the conference at the 

earliest and have a good par�cipa�on this year.

Dr. N. Sreekumaran Nair

General Secretary
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Editor’s Desk 

Dear ISMS Members,

A warm Gree�ngs to all ISMS members! The COVID pandemic 

has made the scien�fic community to a difficult situa�on with 

recurrent influx of new variants of the virus. We have rela�vely 

well managed the pandemic with the availability of vaccine 

from Government of India and dedica�on of our healthcare 

workers. This also provided environments for online mee�ngs 

and newer learning pla�orms. This was evident from our ISMSCON2021 in hybrid 

mode, which was successfully conducted. On behalf of the editorial team, I sincerely 

appreciate all members for their effort in bringing this ISMS bulle�n. The raised level of 

quality of contribu�on in the form of original research ar�cles, technical notes are 

outstanding. We invite each one of you to contribute any significant content related to 

biosta�s�cs and medical sta�s�cs, including opportuni�es, news and events to our 

members of the society.

This issue of the bulle�n provides wide area of material required for medical sta�s�cs 

readers. We are happy to include unique global posi�ons available in the form of 

fellowships for our members. I take this opportunity to thank our editorial board 

members for their support in bringing this August 2022 issue of the bulle�n.

I appreciate the services of our senior members for their guidance and support.

Dr. K Thennarasu, PhD, PDF, FSMS

Editor, ISMS Bulle�n
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Background

Machine Learning (ML) and Ar�ficial Intelligence 
st 

(AI) are the engines of growth in the 21 century; 

the advances in the same have accelerated and 

expanded the development of the digital 

ecosystem. ML and AI have penetrated many 

domains of personal and professional life 

—personal assistance, self-driving cars, smart 

recommenda�ons, and personal healthcare,         

to name a few. The academic community           

also benefits from the development of the digital 

eco—system it  fac i l i tates col labora�on, 

communica�on, cita�on, and sharing. The digital 

ecosystem has also played a decisive role in 

comba�ng the unprecedented challenge of 

COVID-19, wherein ML tools and techniques have 

helped monitor, manage, contain, and expedite 

drug development  (1).

The role of ML and AI in healthcare research is 

invaluable; the integra�on of the same with 

medical data helps in the early diagnosis of severe 

diseases and the detec�on of people with a high 

risk of developing infec�ons (2). Large tech 

companies have started focussing on the 

applica�ons of ML and AI in healthcare. The 

progress, however, is slow to move into the 

mainstream due to technical requirements and the 

sensi�ve nature of data. Advanced computer 

knowledge and coding skills are the fundamental 

requirements to apply ML and AI; these 

requirements pose a significant challenge for 

healthcare researchers (3). Staying updated with 

the rapidly evolving landscape of AI is another 

challenge. Besides this, the ethical, legal, and 

administra�ve permissions also impede the 

growth and adop�on of AI in healthcare.

Many commercial ML and AI tools and techniques 

such as BigML, Microso� Azure ML studio, Google 

cloud AutoML, and RapidMiner are available to   

the researchers. The u�liza�on of commercial 

tools and rapid adop�on of ML and AI in 

healthcare is affected by the shortage of funds and 

is more so for developing and under-developed 

countries(4)—paradoxically, these countries 

require more funding for improving health. 

Therefore, we developed Med AI—free to use 

so�ware. The researcher can use and circulate the 

Med AI under GNU General Public License. The 

non-commercial and coding-free a�ributes—twin 

advantages of Med AI are expected to facilitate 

the rapid adop�on of ML and AI in pa�ent care 

research. 

MED AI: A GRAPHICAL USER INTERFACE (GUI) 
FOR TRAINING MACHINE LEARNING MODELS 
FOR HEALTHCARE

1 2Tejinder Singh , Dr Kamal Kishore

1. JRF (Under ICMR project), Department of Biosta�s�cs, PGIMER, Chandigarh
2. Assistant Professor, Department of Biosta�s�cs, PGIMER, Chandigarh

  j=1, 2, 3, …,k  
1
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Abstract

Machine learning has the poten�al to transform the healthcare sector; however, the lack of technical 
exper�se hinders the development of advanced ML models for healthcare applica�ons. Due to a shortage of 
technical exper�se, healthcare is impervious to rapid technological advances. Coding an ML algorithm is a 
complex task for a healthcare researcher; it consumes alot of �me and energy that can otherwise be u�lized to 
find innova�ve solu�ons to complex health care problems. To facilitate researchers in developing ML models 
without wri�ng the code, we developed GUI-based so�ware: Med AI—a Graphical User Interface applica�on 
that does not require coding knowledge to run ML models. The healthcare researcher can import data into the 
program; subsequently, researchers can train and test various ML algorithms through the GUI of the “Med AI” 
so�ware. The health researchers can focus on researching AI's applica�on in healthcare rather than the 
coding em—A major obstacle.



Med AI—a Graphical User Interface (GUI) is an 

applica�on that does not require researchers to 

have coding knowledge to run ML models. The 

healthcare researcher can import data into the 

program; subsequently, researchers can train and 

test various ML algorithms. The health researchers 

can focus on applica�on to healthcare rather than 

coding—A major obstacle. The users can access 

and download the so�ware from the Med AI  web 

page; a brief technical manual is also available on 

the website. A detailed research ar�cle explaining 

the func�oning of the so�ware is in progress.

So�ware Link: Med AI
(h�ps://sites.google.com/view/ml-for-healthcare/ 

home)

Programming Language– Python 3

Open-source Packages– Scikit-learn (5), Pandas 
(6), Matplotlib  (7), Pandastable  (8).

The so�ware performs three broad tasks

1. Data preprocessing

2. Training machine learning models

3. Tes�ng and evalua�on of trained models

Data preprocessing

Data is loaded as a Pandas “DataFrame” object. 

Data preprocessing func�ons are implemented 

using Pandas and the scikit-learn library. Func�ons 

included are Feature Scaling, Feature Encoding, 

Missing Values Imputa�on, and Feature Selec�on. 

Details for data preprocessing are given below:

1. Fe a t u r e  S c a l i n g  – T h i s  i n c l u d e s       

func�ons for data normaliza�on and 

standardiza�on. 

2. Feature Encoding – One-hot encoding and 

label encoding techniques are the available 

op�ons  to  the  user for encoding 

categorical features.

3. Handling Missing Values – The so�ware 

provides two op�ons 

Ü Drop NaN values- The user can delete the 

rows or the columns containing the 

missing values.

Ü Fill NaN values. Missing values can be  

filled using mean, median, backward, and 

forward selec�on methods. 

4. Feature Selec�on – Selec�ng the most 

informa�ve features from the dataset 

boosts the performance of the ML 

algorithms. The so�ware provides three 

feature selec�on methods

Ü SelectKBest – Select the k highest scoring 

features; based on the scoring func�on 

used.

Ü Variance Threshold – Remove features 

that do not meet the variance threshold 

value.

Ü Recursive Feature Elimina�on– Removes 

the lowest features one by one by 

recursively training the ML algorithms; 

users can select one out of 12 classifiers 

and 25 regression algorithms.

Training Machine learning models 

When the data is ready for training, the user can 
select the algorithms of their choice to train. The 
so�ware provides two types of machine learning 
algorithms–Classifiers (24 classifiers from the 
scikit-learn library) and Regressors (40 regression 
algorithms from the scikit-learn l ibrary). 
Hyperparameter op�miza�on technique 
“GridSearchCV” can be used to select the best 
hyperparameter values automa�cally. Coding is 
not required to train and test the ML models—the 
data stays locally private to the researcher. All the 
algorithms are trained locally on the ins�tute 
server, providing complete data privacy and 
security.

Tes�ng and evalua�on of trained models

For evalua�on, the trained model is tested on the 

test dataset, and the performance output of the 

trained model is evaluated on various evalua�on 

metrics. Metrics used for assessing the trained 

models are- 

1. Classifica�on - F1 Score, Log Loss, 

Accuracy, Average Precision, AUC.

2. Regression - Mean Squared Error, Mean 

Absolute Error, Explained Variance Score, 

Max Error, Mean Squared Log Error, R2 

Score.

3. Graphical Representa�on - ROC-AUC 

Curve, Precision-Recall Curve, Bar Graph, 

Line Graph, Histogram, Sca�er Plot.

2
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The graphs and results can be exported and saved 

to the local drive. The so�ware saves the trained 

models as “pickle” files to the local repository, 

which the user can use later for making predic�ons 

on future data.

Conclusion

s t
ML and AI are indispensable in the 21  

century—medical science is no excep�on. Medical 

researchers face many technical and regulatory 

hurdles besides the chal lenge of coding 

algorithms. However, ML and AI have become 
stfundamental research components in the 21  

century. Therefore, we developed Med AI GUI—A 

no-code ML for healthcare research. We hope that 

“Med AI” will help democra�ze the use of ML in the 

healthcare domain—providing the impetus for 

quick and effortless experiments with different 

machine learning algorithms.
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LATENT GROWTH MODELING: AN APPLICATION 
FOR MODELING CD4 COUNTS OF HIV PATIENTS 
TREATED UNDER RANDOMISED CONTROLLED TRIAL 

1 1 1 1Mahalingam Vasantha *, Chinnaiyan Ponnuraja , Adhin Bhaskar , Perumal Venkatesan
1Department of Sta�s�cs, ICMR-Na�onal Ins�tute for Research in Tuberculosis, Indian Council of Medical Research, 
Chetpet, Chennai 600031, India

*Corresponding author 
Email: drvasantha.m.icmr@gmail.com 
Source of financial support in the form of grants: We didn't receive any funding for this study

1. INTRODUCTION

Repeated measurements are widely used in 
medical field to test temporal changes in 
individuals or groups. There are two sta�s�cal 
tradi�ons used for studying these changes which 
are referred as growth curve analysis. One 
approach to study the growth curve is the 
sta�s�cal equa�on modeling of latent growth 
curves and the other one is longitudinal study of 
mul�level modeling. Latent growth models (LGMs) 
have been employed in structural equa�on 
modeling (SEM) to evaluate the pa�ern of growth 
curve over �me. LGM represent repeated 
measures of dependent variables as a func�on of 

1�me and other measures . SEM improves 
longitudinal data analysis by including growth of 
latent variable over �me when individual and 
group changes modelled through slopes and 

 2,3,4
intercepts . The tradi�onal repeated measures of 
analysis of variance are considered as a special 
case of general LGM which resemble confirmatory 

1
factor analysis .

Latent growth curve analysis explains two 
different components.  The first step is to find 

whether there is a linear or non-linear trend in the 
repeated measures of each individual across �me. 
The second step is to determine the difference in 
growth from a baseline using the individual's 

5
parameters (slope and intercept values) .The 
parameters of individual are employed as latent 
variables in LGM to model the changes over �me.  

A prior knowledge about the func�onal form of the 
growth is required for modeling the process of 
change which explains the changes for a sample.  
LGM may be also called as mixed models which are 
mixture of fixed and random effects.  The fixed 
effects are the average slope and intercept for the 
group.  In random effects, the variability around 
the mean slope and mean intercept from 
individuals' slopes and intercepts of individuals 
within the group are also es�mated.  These models 
are example of hierarchical linear models with two 
levels in the hierarchy. The level 1 represents the 
repeated values over �me whereas the level 2 
represents the individual within which the values 

6
are nested . The purpose of the current study is to 
provide the concept of LGMs and its applica�on 
for modeling CD4 counts of HIV individuals.

4

Abstract

Latent growth models (LGMs) have been employed in structural equa�on modeling (SEM) to evaluate the 
pa�ern of growth curve over �me. SEM improves longitudinal data analysis by including growth of latent 
variable over �me when individual and group changes modelled through slopes and intercepts. The aim of this 
study is to es�mate growth trajectory of CD4 counts of HIV pa�ents by applying LGM.  A total of 343 HIV 
infected an�retroviral therapy (ART) naïve pa�ents without ac�ve TB who were part of preven�ve therapy for 
TB under randomised controlled trail at ICMR-Na�onal Ins�tute for Research in Tuberculosis, Chennai, Tamil 
Nadu were formed the database for this study.  The pa�ents with CD4 counts available at least any three �me 

thpoints from star�ng stage of treatment to 24  month were considered for analyses. The changes of CD4 
counts during the treatment period were found to be nonlinear. The condi�onal Quadra�c LGM by adding age 
and gender as covariates were fi�ed and iden�fied as good fit. The Quadra�c LGM model iden�fied the 
changes in CD4 counts of the HIV pa�ents during preven�ve therapy of TB over different �me points.
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2. METHODS 

2.1 Linear Latent Growth Model 

The LGM is o�en comprised of two factors to 

represent the aspects of change. The intercept 

factor is the level of the outcome measure, where 

�me variable equals zero and the slope factor is the 

linear rate at which the outcome measure changes.  

The LGM is wri�en as 

   y = τ + Λ  η + ε                                   (1)y y

where, 

y = p x 1 of vector of repeated measures, 

τ  = p x 1 vector of intercept,  y

η= m x 1 vector of dependent latent growth 

factor that contains scores on m factor for a 

given individual, 

ε= px1 vector of residual errors, 

Λ = p x m vector of factor loading represen�ng y

the hypothesized a prior growth pa�ern of y.  

The intercept term τ  is fixed as zero for model y
7

iden�fica�on reasons .  When m =2, the LGM for a 

single individual i on a variable of interest y  can be i

wri�en as linear func�on of �me (t) and defined 

with two components namely the measurement 

model and latent model. The measurement model 

is

where, 

y  = the observa�on of individual i at the �me point it

t, 

η  = intercept of individual i which is the expected 0i

value of y  at the �me of origin, η  = regression it 1i

coefficient for individual i

ε  = measurement error for individual i at the �me it

point t, 

n = number of observa�ons, 

T = number of measurements.

Latent model is    

 η  = α₀ + ζ ,                 0i 0i

 η  = α  + ζ ,,i = 1,2,…n,                  (3)       1i 1 1i

where, the latent variables η  and η  are referred 0i 1i

as random coefficients, α  and α  are expected 0 1

values (fixed part of model) of latent growth 

factors ζ  and ζ respec�vely. The residuals ζ  and ζ  0 1 0 1

are random variables which form individual 

growth.  

In general, the basic latent growth curve model can 
be wri�en as

          y = Lh +�e

����������h = α + ζ                                

where, 

y = T x 1 vector of measured variables, 

η = 2x1 vector of the latent variables, 

ε = T x 1 vector of measurements errors, 

α = 2 x 1 vector of expected values of η.

2.2. Building Latent Growth Modeling  

The stages of developing LGMs are 1) model 

specifica�on, 2) model iden�fica�on, 3) model 

es�ma�on, 4) tes�ng and evalua�ng overall 

model fit 5) doing diagnos�cs of parameters of 

the model.  Repeat the steps 1-5, when the 

model fits poor, occurrence of non-significant 

parameter or model modifica�on needed. 

2.3. Model fit 

2
The fit indices used in SEM other than χ  test 

a re ,  the  root  mean  square  e r ror  of 

approxima�on (RMSEA), Tucker Lewis index 

(TLI), compara�ve fit index (CFI), and 

standardized root mean square residual 

(SRMR).  The adequate fit is defined as 
10,11

CFI>0.9, TLI>0.9, RMSEA<0.08 .  

2.4. Quadra�c Growth Curve Model 

The quadra�c growth model is 

where, the intercept and linear components, η  0i

and η  are predicted values. The quadra�c 1i

5

ititiiit ty ehh ++= 10 , i = 1,2,3…n, and  

t =1,2,3…T                            (2) 
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component, η , indicates accelera�on in growth. t  2i ij

is the �me i corresponding to each measurement 

for person j. ε  contains random measurement it

error with the assump�on of normality and zero 

mean. The second derivate of the equa�on (6) with 

respect to �me, is the rate of change in the linear 
12,6component for a one unit change in �me . The 

three latent variables for the quadra�c model are  

The squares of loadings of the linear latent variable 
are the corresponding loadings for the square 
latent variable in quadra�c LGM.

2.5.  Applica�on to HIV Clinical Trial Data

13 A total of 343 HIV infected , an�retroviral therapy 
(ART) naïve pa�ents without ac�ve TB who were 
part of preven�ve therapy for TB under 
randomised controlled trail at ICMR-Na�onal 
Ins�tute for Research in Tuberculosis, Chennai, 
Tamil Nadu were formed database for this study. 
For the 343 pa�ents, CD4 counts were available at 
least any three �me points and missing at random 

thfrom the star�ng point of treatment to 24  month 
at 6 month �me intervals. The aim of the current 
study is to evaluate growth pa�ern of CD4 counts 
of the HIV pa�ents by applying LGM. For easy 
convergence of model, the CD4 counts at different 
�me points were divided by 100.  Condi�onal 
LGMs were fi�ed to define the pa�ern of growth 
curve of CD4counts of the HIV pa�ents during the 
period of treatment, where age and gender added 
as �me invariant covariates. The maximum 
likelihood method was used to fit LGMs in the 

14
Mplus version 7.1 . The observed repeated 
measures CD40m, CD46m, CD412m, CD418m, 
and CD424m are CD4 counts of the pa�ents 
during treatment period at every sixth month.  For 
the first itera�on, the slopes had been coded as 0, 

5
2, 4 and 6 to create linear trend . Assume the first 
factor loading as zero to find out average at 

15star�ng �me point . The intercepts had been 
taken as 1 to indicate averages for various months. 

12
The factor loading to es�mate the quadra�c LGM  
was given in the below matrix 

3. RESULTS

Among the 343 pa�ents, 120 (35%) were males, 

the mean age was 29.17 years (range: 18-60 

years).  The sca�er line diagram of CD4 counts of 

the HIV pa�ents over different �me points is given 

in Figure 1 

Table 1 Parameter es�mates of quadra�c LGM for 

percentage of CD4 counts

The changes of CD4 counts during the 

treatment period were found to be nonlinear.  

6

    η0i = μη0 +γ0xi + ζ0i,  

    η1i = μη1 +γ1xi + ζ1i, 

 

 (7)
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Parameter Es�mate S.E p value 
Regression 
weights 

   

Intercept 
(mean) 

3.607 0.127 <0.001 

Slope (mean) -0.269 0.195 0.167 
Quadra�c 
(mean) 

0.229 0.089 <0.05 

Intercept on    
Age in years   -0.044 0.021 <0.05 
Gender -0.924 0.280 <0.005 
Slope on     
Age 0.003 0.032 0.926 
Gender 0.971 0.431 <0.05 
Quadra�c on     
Age -0.006 0.015 0.698 
Gender -0.454 0.196 <0.05 
Variances     
Intercept 2.638 0.344 <0.001 
Slope 0.233 0.127 0.066 
Covariance    
Slope with 
intercept 

-0.043 0.173 0.803 

R Square    
CD40m 0.564 0.053 <0.001 
CD46m 0.696 0.037 <0.001 
CD412m 0.670 0.032 <0.001 
CD418m 0.735 0.032 <0.001 
CD424m 0.777 0.042 <0.001 
Intercept 

 

0.116 

 

0.047 

 

<0.05 

 Slope 0.486 0.251 0.053 
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Figure 1 Sca�er diagram of CD4 counts of HIV 

pa�ents versus �me in month 

Figure 2 Quadra�c growth model of percentage of 

CD4 counts in HIV pa�ents over �me

Legend: i - intercept of quadra�c LGM of CD 4 count 

changes in HIV pa�ents, s - slope of quadra�c LGM of 

CD4 counts differences in HIV pa�ents, q - quadra�c 

factor of LGM of CD4 count differences in HIV pa�ents, 

cd40 – CD4 counts of HIV pa�ents at the star�ng stage 
thof treatment, cd46m -  CD4 counts of HIV pa�ents at 6  
thmonth, cd412m - CD4 counts of HIV pa�ents at 12  
thmonth, cd418m - CD4 counts of HIV pa�ents at 18  
thmonth, cd424m - CD4 counts of HIV pa�ents at 24  

month

The condi�onal Quadra�c LGM by adding age and 

gender as covariates were fi�ed and iden�fied as 

good fit for iden�fying growth trajectories of Cd4 

counts of the HIV pa�ents (RMSEA=0.061, CFI = 

0.976, TLI = 0.963) by fixing the variance of 

quadra�c effect as zero. For this model, a 

significant quadra�c effect (0.229, p<0.05) was 

iden�fied as well as a significant intercept (3.607, 

p<0.001) where the slope effect was not found to 

be significant. The gender was found to be 

sta�s�cally significant in the difference of CD4 

counts over �me on the latent factors intercept, 

slope and quadra�c effect (-0.924, p<0.005; 

0.971, p<0.05; -0.454, p<0.05). The pa�ents' age 

was nega�vely associated at the intercept level (-

0.044, p<0.05) but not in slope and quadra�c 

effect level (Table 1). The path diagram of the 

quadra�c model of CD4 counts over different �me 

points is given Figure 2. 

4. SUMMARY

LGM is a power tool in SEM modeling to analyze 

dynamic changes. A LGM can be represented as a 

special case of SEM. The benefit of LGM is the 

usage of latent repeated measures that is not used 
15

in other growth curve models . In the current 

study, LGM was found to be very helpful to iden�fy 

nonlinear change of parameter es�ma�ons.   

 The Quadra�c LGM model iden�fied the changes 

in CD4 counts of the HIV pa�ents during 

preven�ve therapy of TB over different �me 

points. The gender was found to be sta�s�cally 

significant in the difference of CD4 counts over 

�me on the latent factors intercept, slope and 

quadra�c effect.  The pa�ents' age was nega�vely 

associated at the intercept level but not in slope 

and quadra�c effect level. Further research is 

needed to study about the extension and 

applica�on of growth curve models other than 

quadra�c LGM. 

References

1.    Meredith, W. and Tisak, J. (1990). Latent curve  
analysis. Psychometrika 1990; 55: 107-122.

2. McArdle, J.J., and Epstein, D. (1987). Latent growth 
curves within developmental structural equa�on 
models. Child Development, 58: 110-133.

3. Stoolmiller, M. and Shyder, J. (2013).Embedding 
Mul�level Survival Analysis of Dyadic Social 
Interac�on in Structural Equa�on Models: Hazard 
Rates as Both Outcomes and     Predictors. Journal 
of Pediatric Psychology, 1–11.

4. Byrne, B.M. and Crombie, G. (2003). Modeling and 
tes�ng change: An introduc�on to the latent growth 
curve model. Understanding Sta�s�cs, 2: 177-203.

5. Schumaker, R. E. and Lomax, R. G. (2004). A 
beginner's guide to structural equa�on modeling.  
Lawrence Erlbaum Associates, Inc., Publishers, New 
Jersy.

6. Llabre, M.M., Spitzer, S., Siegal, S., Sabb, P.G., and 
Schneiderman, N. (2004).  Applying latent growth 
curve modeling to the inves�ga�on of individual 
differences in cardiovascular recovery from stress. 
Psychosoma�c Medicine, 66: 29 – 41.

7

ISMS Bulletin-August 2022



7. Preacher, K.J., Wichman, A.L., MacCallum, R.C. and 
Briggs, N.E. (2008). Latent Growth Curve Modeling. 
Thousand Oaks, CA: Sage Publica�ons. 

8. Bollen, K.A. (1989). Structural equa�ons with latent 
variables.Wiley, NewYork

9. Tolvanen A. (2007). Latent Growth Mixture 
Modeling: A Simula�on Study. University of 
Jyväskylä, Department of Mathema�cs and 
Sta�s�cs, Report 111.

10. Marsh, H.W., Muthen, B., Asparouhov, T., Ludtke, O., 
Robitzsch, A, et al. (2009). Exploratory structural 
equa�on modeling, Integra�ng CFA and EFA:    
Applica�on to students' evalua�on of university 
teaching. Structural Equa�on. Modeling, 16: 439-
476.

11. Zudien, M.V, Heijenen, C.J, Van De Schoot, R., 
Amarouchi, K., Mass M, et al. (2011). Cytokine 
produc�on by leukocytes of military personnel with 
depressive symptoms a�er deployment to a 
combat-zone: A prospec�ve, longitudinal study. 
PlosONE 6: e291402. 

12. Biesanz, J.C., Deeb-Sossa, N., Papadakis, A.A., 
Bollen, K.A., Curran, P.J. (2004). The role of coding 
�me in es�ma�ng and interpre�ng growth curve 
models. Psychological Methods, 9: 30-52.   

13. Swaminathan, S.,  Menon, P.A.,  Gopalan N., Perumal 
V., Santhanakrishnan., R.K.,Ramachandran, R., 
Chinnaiyan, P., Iliayas, S., Padmapriyadarsini C., P., 
Navaneethapandian, P.D., Elangovan, T.,  Pho, M.T.,  
Wares, F.,  and RamaIyengar N.,P. (2012). Efficacy of 
a Six-Month versus a 36-Month Regimen 
forPreven�on of Tuberculosis in HIV-Infected 
Persons in India: A Randomized Clinical Trial. 
PLosONE 7(12): e47400.

14. Muthèn, L.K., and Muthèn, B.O. (1998-2013). MPlus 
user's guide. Seventh edi�on. Los Angeles, CA: 
Muthèn and Muthèn.   

15. Bollen, K.A. and Curran, P.J. (2006). Latent Curve 
Models: A structural equa�on perspec�ve. John 
Wiley and Sons, Hoboken, NJ.

8

ISMS Bulletin-August 2022



APPLICATIONS OF MIXTURE CURE MODELS IN 
HEALTH RESEARCH

9

Durai Murukan G, Binu.V.S, B. Binukumar
Department of Biosta�s�cs
Na�onal Ins�tute of Mental Health and Neuro Sciences, Bengaluru, Karnataka

Abstract

The commonly used survival models viz. Cox Propor�onal Hazard (PH) and Accelerated Failure Time (AFT) 
models assumes that the subjects who are censored will get the event of interest at some point of �me as �me 
tends to infinity. However, there are situa�ons where this assump�on is violated; other words the study 
par�cipants won't get the event of interest no ma�er how long they have been followed. Cure models are 
preferred to deal with such survival data. This communica�on aims to provide an introduc�on to the mixture 
cure models, their types, and es�ma�on procedures involved. Further, it also provides a demonstra�on of 
applica�on of mixture cure models on colon cancer data available in cuRe package in R so�ware.

Technical Note
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Incidence Model

Variables Es�mate

 

SE

 

Odds 
ra�o 
(OR)

 95% 
confidence 

interval 
(CI) of OR

p-
value

Age
-0.054

 
0.002

 
0.947

 
0.943, 
0.951

<0.001

Latency Model
 

Variables Es�mate

 

SE

 

Hazard 
ra�on 
(HR)

95% CI of 
HR

p-
value

Age
0.024 0.001 1.024 1.022, 

1.026
<0.001

Incidence Model

Variables Es�mate SE
Odds 
ra�o 
(OR)

 
95% 
CI of 
OR

p-
value

Age -0.057

 
0.004

 
0.945

 
0.938, 
0.952

<0.001

Latency Model  

Variables Es�mate

 

SE

 

Survival 
�me 
ra�o 
(TR)

95% 
CI of 
TR

p-
value

Age -0.024 0.002 0.976
0.973, 
0.979

<0.001  
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A REPORT 

The 4 Day Program was started with a Pre-
th

Conference Workshop on 8 of December. 

Inaugura�on of the workshop was done in the 

presence of our honorable Guests, our illustrious 

Padma shri, Dr., Prof. Kameshwar Prasad, Medical 

Superintendent, HOD PSM Dr. Vivek Kashyap, 

Dean Academics Dr. Sa�sh Chandra, Dean 

Research Akhouri, Dr. Vidya Sagar Prof. PSM, 

Organizing Secretary Dr. S.B Singh, and other head 

of departments and senior faculty members.

Pre-Conference workshop. 

The hybrid mode pre conference started with a 

welcome speech from Padma Shri Prof. Dr. 

Kameshwar Prasad, who shared his research 

journey and the importance of systema�c review 

and meta-analysis in his research career and 

inspired the young Indian researchers to take up 

quality research and publica�ons in high-impact 

journals.

The workshop discussions began with the 
presenta�on by Padma Shri Prof. Dr. Kameshwar 
Prasad on "Introductory remarks including 
principles of systema�c review and meta-analysis." 

The talk highlighted the importance of systema�c 
review and meta-analysis over narra�ve reviews 
and the impact of such research on the clinical 
decision-making and guidelines generated by 
various associa�ons, which are vital in saving 
millions of pa�ent lives and the prac�ce of 
medicine. The steps in the systema�c review and 3 
meta-analyses (6S) were discussed with the real-
life examples and research experiences. The 
session ended with interac�on from online and 
offline par�cipants.

The next session started with another eminent 
speaker, Prof. Dr Sreekumaran Nair, Professor & 
Head Dept. of Medical Biometrics, JIPMER, 
Puducherry, India on the Method of Meta-analysis. 
The speaker highlighted when and when not to do 
meta-analysis and why to do meta-analysis. He 
also highlighted on fixed and random effect 
models in meta-analysis. The speaker also touched 
upon the heterogenicity and sta�s�cal methods, 
including forest plots, used in meta-analysis.

In the a�ernoon session Dr. B. Binukumar, 
Associate Professor, Dept. of Biosta�s�cs, 
NIMHANS, Bengaluru, India on Methods of Bias 
Assessment. The speaker extensively covered 
biases in the research methodology and explained 
the risk of bias diagrams made with RevMan 
so�ware. The final session of the day ended with 
Prof. Dr. Sada Nand Dwivedi, Former Professor of 
Biosta�s�cs, AIIMS, New Delhi, India, on Network 
Meta-analysis. The speaker, with vast experience, 
explained the need for and various types of 
network meta-analysis. The speaker explained 
with a case study of doing network meta-analysis 
with his hardworking student, Dr. Mona Pathak, 
and shared all the difficul�es and experiences with 
the audience.

 Programs and Events

ISMSCON-2021
39th Annual Conference of 

Indian Society for Medical Sta�s�cs (ISMS)

Organized by the

Dept. of PSM, RIMS, Ranchi
th th

09  to 11  December 2021
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At the end of the workshop Dr. S. B. Singh, 

proposed the vote of thanks to the dignitaries and 

par�cipants for all the contribu�ons made for the 

pre-conference.

ISMSCON-2021:

thThe next day i.e. 9 December started with the 

inaugura�on ceremony of ISMSCON-2021, 

Themed- Applica�on of Bio sta�s�cal Techniques 

for summarizing Evidence: Systema�c Review and 

Meta-Analysis. The inaugura�on started with the 

welcome speech by the cultural commi�ee 

welcoming our chairman Prof. Dr. Vivek Kashyap, 

Co- Chairman Prof. Dr. Sa�sh Chandra, Chairman 

Souvenir Prof. Dr. D.K. Mishra, Guest of honour 

Prof. N.C. Das, our Director cum Patron 

Padmashree Prof. Dr. Kameshwar Prasad, our 

Chief Guest Dr.(Mrs.) Kamini Kumar VC, Ranchi 

University and Organizing Secretary Dr. S. B. Singh 

followed by lamp lightning and Sarasva� vandana 

and was followed by honoring the guests by 

presen�ng sapling.

All the dignitaries present shared their views and 

enlightened the audience with their valuable 

words.
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The inaugura�on was ended with the vote of 

thanks by the organizing secretary Dr. S.B. Singh. 

A�er this Prof. S.K. Bha�acharya ora�on by Prof. 

Dr N.K Tyagi, Prof. N. Sreekumaran Nair, General 

Secretary, ISMS Introduced the Orator & Prof. B. L. 

Verma, Founder General Secretary, ISMS gave a 

Brief about Prof. S.K. Bha�acharya. Then plenary 

session started and with the talk of Dr. Abhaya 

Indrayan, Professor of Biosta�s�cs, And Head 

(Retd.) Department of Biosta�s�cs and Medical 

Informa�cs, Delhi University College of Medical 

Sciences on the topic “Sta�s�cal Medicine” 

highligh�ng the role of sta�s�cs in the field of 

Medicine. Then Dr. Chandrakant Lahariya, Public 

Policy and Health System Specialist, New Delhi 

had a talk on the topic “Covid19 Vaccines Efficacy 

And Effec�veness: Opportunity To Bring Medical 

Sta�s�cs To Daily Life remembering late Prof Dr. 

V.K. Srivastava” highligh�ng the role of sta�s�cs in 

our daily life the session was followed by 

contributed oral talk and technical session where 

42 presenta�ons was given by the par�cipants. 

The second day of the conference i.e. 10th 

December started with a brilliant talk by Dr. 

Debashree Ray all over Johns Hopkins, Maryland 

(U.S.A) on the topic “New And Improved Meta-

Analysis Approaches To Iden�fy Risk Factors Of 

Diseases”followed by plenary talk by Dr. Anil 

Mathew, Professor, PSG Ins�tute of Medical 

Sciences and Research Coimbatore on the topic 

“Regression Modeling - Applica�ons Of Ordinal 

Logis�c Regression Analysis In Clinical Research “. 

A�er these talks Professor R.N. Srivastava Award 

Compe��on was conducted & was given to A�er 

that a talk on the topic “Disease Informa�cs And Its 

Role In Disease Surveillance And Control”was given 

by Dr. Prashant Mathur, Director, Na�onal Centre 

for Disease Informa�cs and Research Indian 

Council of Medical Research, Bengaluru. He 

highlighted that we somehow neglect air pollu�on 

& air pollu�on can be a cause of cancer therefore 

further studies should be done for more clarity. At 

the last of the plenary session for the day Dr. M. 

Vishnu Vardhana Rao, Scien�st – G & Director, 

ICMR-Na�onal Ins�tute of Medical Sta�s�cs, 

New Delhi talked on the topic “Applica�on Of 

Meta-Analysis In Health Research And Pi�alls”.A�er 

the plenary session technical session was held 

with 38 presenta�ons made by the par�cipants.

rd
On the 3  day of the conference was started with a 

plenary talk by our director& CEO RIMS Ranchi 

Prof. Dr. Kameshwar Prasad on the topic 

“ B i o s t a � s � c a l  A s p e c t s  I n  S e l e c � n g  A n d 

Summariz ing  Outcome Measure  In  Meta-

Analysis”.Then Prof Dr. DebasisKundu, Dean of 

Faculty Affairs Indian Ins�tute of Technology, 

Kanpur talked on the topic “Bayesian Inference Of 

A Dependent Compe�ng Risk Data”. Dr. Pankaj 

Bhardwaj, Vice-Dean Research, Nodal Officer, All 

India Ins�tute of Medical Sciences (AIIMS), 

Jodhpur talked on the topic “Using Scopus Review 

And Economic Analysis For Assessment Of E Health 

Programs”followed by Dr. Denny John, Adjunct 

Professor, Ramaiah Ins�tute of Applied Sciences, 

Bangaluru on the topic “Evidence Synthesis: Past, 

Present And Future”. At last Dr. Manya Prasad 

talked about “PUBLICATION BIAS”.  The 

conference was concluded with a valedictory 

func�on and obtained the feedback from the 

delegates.

Faculty Development Programme (FDP) on 

“Bayesian modeling using WinBUGS and R” 

during 15 – 16 July, 2022 at VIT, Vellore

On the behalf of Department of Sta�s�cs, ICMR-

Na�onal Ins�tute for Research in Tuberculosis, 

Chennai, Dr. M. Vasantha  Conducted two days 

Faculty Development Programme (FDP) on 

“Bayesian modeling using  WinBUGS and R” 

during 15 – 16 July, 2022 at School of Electrical 

Engineering, VIT, Vellore -632014, Tamil Nadu, 

India. A total of 25 Research Scholars who are 

pursuing their PhD and the Staff of VIT, Vellore 

a�ended the workshop and the hands on training 

on the so�ware R and WinBUGS.  
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This workshop provided the concept of Bayesian 

Sta�s�cs which provides an elegant approach to 

many data science and decision making problems 

and hands on experience in conduc�ng Bayesian 

analysis using WinBUGS and R. 

The workshop covered: 

Day 1: 

Ø Concept of probability, Bayes theorem, 

Defini�on of Prior, Types of priors, Markov 

Chain Mante Carlo, Credible interval 

Ø Types of Distribu�on Func�on, their 

assump�ons and proper�es,

Ø Simple problems on Bayes theorem, Prior, 

Prior Precision, Posterior mean & variance  

Ø Wri�ng program on WinBUGS

Day 2:

Ø Bayesian data analysis using WinBUGS

Ø Wri�ng program on R, 

Ø Regression model using R, Wri�ng codes 

for priors in R

Ø Fi�ng Bayesian model 

FELLOWSHIPS & OPPORTUNITIES

Matsumae Short-Term Research Fellowship in 

Japan on Trialect

We have a pos�ng solici�ng applica�ons for the 

Masumae Short-Term Research Fellowship in 

Japan on Trialect. Twenty Applica�ons are 

accepted from throughout the world. Applicants 

should not have past or current experiences of 

staying in Japan (other than short-term stays such 

as for sightseeing or conferences). A monthly 

allowance is provided to cover expenses for 

research ac�vi�es (including materials) and living 

expenses in Japan in addi�on to economy class 

airfare. The fellowship period is for three to six 

months between April 2023 to March 2024.

Click to know more: Matsumae Fellowship 
Contact Details: 
Sandra Miller

Trialect Support,

support@trialect.com

+1.805.852.1402 (7 AM-11 AM EST)

UJMT Fogarty Global Health Fellowship

The applica�on process for Fogarty Fellowship 

2023-2024 will be August – November, 2022 for 

focused countries including Indian na�onals.
h�ps://globalhealth.unc.edu/educa�on/fellowshi

ps-and-training-programs/ujmt-fogarty-
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Fogarty Global Health Program for Fellows and Scholars consor�um with short term training for India and 

other LMIC for the year 2023. For a list of others, please visit:h�ps://fogartyfellows.org/apply/

https://fogartyfellows.org/apply/
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